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Abstract—Digital forensic tooling should be based on reference
data. Such reference data can be gathered by measuring a
baseline in the real world, e.g. from volunteers. However, the
privacy provisions in digital forensics tools are typically tailored
for criminal investigations. This is not sufficient to ensure privacy
obligations towards volunteer participants. Thus, privacy adap-
tations are necessary before such tooling can be used to establish
or rejuvenate a baseline.

We illustrate the feasibility of this approach by rejuvenating a
baseline for file carving, via a case study of file fragmentation. We
derive a set of privacy requirements to prevent deanonymisation
of individuals. Atypical properties of files can nevertheless still
lead to plausible deanonymisation of the file. With regards to
fragmentation, we find out-of-order fragmentation, where a later
block is stored on disk before an earlier block of the same file,
occurs in nearly half of all fragmented files. This is the first study
to report on prevalence of this type of fragmentation. Its high
rate of occurrence has implications for the practice of file carving.

I. INTRODUCTION

Forensics is the science of finding and evaluating evidence in
the context of a criminal investigation. Digital forensics is the
application of this science to the digital domain. Both need to
be grounded in reality. Moreover, technological developments
are swift, implying that any baseline for digital forensics must
regularly be recalibrated.

Consider the case of file carving, a technique to reconstruct
files from their contents as blocks stored on disk, instead of
from metadata. This technique is used in digital forensics to
e.g. recover deleted files. However, the amount of blocks on
a modern drive is enormous, which leads to a gargantuan
search space for file carvers. To reduce the search space,
file carvers make several assumptions, one of which is how
blocks belonging to the same file are distributed over the
disk: file fragmentation. The current de facto baseline for
file fragmentation is the seminal study by Garfinkel [Gar07]
from 2007. Technology has marched on since then: that study
concerned mostly FAT12, FAT16 and FAT32 file systems,
which have since been replaced by NTFS; disks have become
(much) larger, operating systems have been updated, and
laptops continue to replace desktops – and act far more as
personal computers than traditional desktops. Finally, modern
laptops often use a fast SSD drive for read-write intensive
operation, and a slower HDD drive for data storage. Such
a task-based division of drives did not exist at the time of
Garfinkel’s study.

Given these considerations, it is important to restudy file
fragmentation, specifically to examine current, real-world oc-
currences of fragmentation, to improve the reliability and
development of existing and future file carvers. Thus, a new
study of file fragmentation would ideally be based on a large
group of real-world, in-use systems.

However, there is a privacy problem. Studying file frag-
mentation requires determining the location of all blocks,
which requires access to file metadata. But this metadata also
contains information not pertinent to studying file fragmenta-
tion, some of which may be privacy-sensitive (e.g., filenames
containing personal details). Such metadata must absolutely
not be collected in measuring fragmentation. This entails that
standard forensics tools cannot be used as-is, since these tools
do not offer the required privacy provisions. Fragmentation
tools outside the forensic domain typically focus on solving
fragmentation, not on analysing it. Thus, there are currently
no tools which can analyse fragmentation and simultaneously
ensure the privacy of volunteer participants.

Contributions. The main contributions of this paper are:
• We establish a set of requirements to safeguard privacy

when collecting file information
• We design a filtering wrapper for Fiwalk, a commonly

used forensics tool, based on these requirements.
• We measure file fragmentation in the wild by a case

study of 220 in-use, privately-acquired laptops and find:
◦ the privacy requirements successfully prevent iden-

tification of individual users, but atypical properties
of a file could lead to its plausible identification.

◦ over 46% of fragmented files are fragmented out-
of-order, a type of fragmentation whose occurrence
was not previously reported on.

II. BACKGROUND AND RELATED WORK

A. Fragmentation

NTFS divides a storage medium into partitions, volumes
and, at the lowest level, blocks. NTFS organises access to
blocks in a linear fashion, which introduces the possibility of
file fragmentation. A file is not fragmented if its blocks occur
adjacent (contiguous) and in consecutive order. In contrast, a
file is fragmented when its blocks are separated by blocks not
related to the file (non-contiguous), or when its blocks occur
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out of order. In Fig. 1, we illustrate how a file consisting of
four blocks may be stored on disk:
• Fig. 1(a): without fragmentation,
• Fig. 1(b): with non-contiguous fragmentation,
• Fig. 1(c): with out-of-order fragmentation,
• Fig. 1(d): with both out-of-order and non-contiguous

fragmentation.

(a) A B C D

(b) A Z B C D

(c) D A B C

(d) A Z D B C

Fig. 1. How a file consisting of blocks A, B, C, and D may be stored on
disk.

Note that since Windows Vista, Windows by default sched-
ules a periodic defragmentation task.

Lastly, remark that while SSD firmware performs wear
leveling (which distributes file blocks evenly over the physical
storage), this is invisible to the file system.

B. NTFS features
The following NTFS features are relevant to the various

ways the file fragmentation rate can be expressed.
• Master File Table: the Master File Table (MFT) con-

tains the metadata of the files in a NTFS volume. For
each file, the MFT holds the metadata (like timestamps,
filename, size, permissions) and the allocation of blocks
for the files data. The location of the MFT itself is stored
in the boot sector [Car05]. To prevent fragmentation of
the MFT itself, space is reserved for future growth.

• Resident files: resident files are files that do not have
allocated blocks. Their data is fully stored in their record
in the MFT. Typically, a resident file has a maximum size
of about 700 to 800 bytes [Car05]. Note that resident
files by definition cannot be fragmented, since no blocks
are allocated to them.

• Symbolic links: a symbolic link (also called soft link)
is an entry in the MFT that points to a path + filename.
To resolve a symbolic link, the path and filename must
exist. While symbolic links resemble files, they do not
contain any data and thus cannot be fragmented.

The focus of this study was on collecting data on file frag-
mentation in a privacy-friendly fashion to benefit file carver
development. Therefore, data related to other NTFS features
such as junctions, Encrypting File System-files or alternate
data streams, was not collected.

C. Related work
Garfinkel [Gar07] presented the seminal study on file frag-

mentation. He showed that if a file is fragmented, most often
it is bi-fragmented (a file split into two parts). Moreover, he
found that the rate of file fragmentation varies considerably

between file types. Building on these findings, he constructed
a file carver targeted specifically at bi-fragmented files. Fol-
lowing up on this, Roussev and Garfinkel [RG09] argued for
a specialized carving approach: carvers tailored to specific file
content types. Such carvers would be able to improve upon
generic file carving techniques.

A different approach was taken by Cohen [Coh07]. He
supplied a mathematical analysis of file carving. His analysis
accounts for a model of fragmentation, to reduce the number
of mappings from blocks to files. Notably, the approach he
proposed allows to model different kind of fragmentation
patterns, including contiguous out-of-order fragmentation.

Nevertheless, file fragmentation poses a problem for file
carving. This was discussed in several file carving surveys,
such as Pal and Memon’s survey of the evolution of file
carving [PM09]. They found that the first generation of carvers,
based on file structure (using identification of file-header and
-footer) was unable to handle fragmentation. Such carvers
would typically ‘recover’ files that had unrelated content in
their midst. This led to the development of new approaches to
file carving, which aimed to overcome the difficulties of carv-
ing caused by file fragmentation. Similar findings resulted from
the multimedia file carving survey of Pahade et al. [PSS15].
They concluded that multimedia files are often fragmented and
compressed, and find that then-current carving tools are often
unable to handle different types of fragmentation patterns.

Several more recent fragmentation studies have focused on
Android. Ji et al. [JCS+16] investigated file fragmentation on
mobile storage systems. They studied fragmentation on four
Android phones and found that file fragmentation had two
extremes: either barely fragmented (mostly executable files), or
highly fragmented. The latter category included database files
(like SQlite). In addition, they found that file fragmentation
negatively impacts read and write performance. In a follow-
up study [CBJ+17] on the effects of file fragmentation, the
authors observed that fragmentation quickly emerged in the
aging process and impacts user-perceived latencies. Another
followup study [JCH+18] found that traditional file system
heuristics to mitigate fragmentation can fail under synthetic
but realistic workloads, severely impacting I/O performance.

Finally, apart from Garfinkel’s seminal study, only one other
large-scale study of desktop computers reported findings on file
fragmentation. In a study on file system content, Meyer and
Bolosky [MB12] reported (as an aside) finding a level of file
fragmentation of 4%. In addition, the most highly fragmented
files within their corpus were log files. Note that it is not
clear whether Meyer and Bolosky used the same definition
to calculate the percentage of fragmented files as Garfinkel.
Moreover, their respective corpora also differ substantially.
Garfinkel used a corpus of devices ranging from 1998 to 2006,
while Meyer and Bolosky’s corpus consists of computers in use
in late 2009.

The other area of related work revolves around privacy-
preserving digital forensics. The notion of preserving an in-
dividuals privacy while trying to uncover relevant information
about a suspected crime seems a contradiction. Nevertheless,
several approaches have been suggested to enable some form
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of privacy during a forensics investigation. Most approaches
focus on revealing only part of the (seized) data. One early use
case where this emerges is in unavoidable attribution, which
is sometimes proposed for privacy-enhancing technologies. For
example, Olivier discussed [Oli05] how to enhance a method
for obscuring web requests to assure attribution in case of
investigation.

A different approach, more applicable in digital forensics,
is to limit the data revealed to the investigator only to that
which is necessary. Efforts in this vein seek to balance the
privacy of the investigated subject (who may be innocent)
with the needs of a forensic investigation. For example, Croft
and Olivier [CO10] proposed an incremental model of cryp-
tographic keys where knowing plaintext (facts) pertaining to
less privacy-sensitive issues will reveal keys for higher privacy-
sensitive information. The approach by Lawe et al. [LCY+11]
similarly sought to limit the information disclosed to an
investigator. In contrast, they chose to use cryptography to
enforce regulation. They proposed to use a keyword encryption
scheme to encrypt the data. Requests for decryption keys are
then evaluated by a designated intermediate, who is responsible
for privacy. Finally, Verma et al. [VGG18] proposed a privacy-
preserving framework for analysing collected data.

While these approaches are interesting, they focus on lim-
iting access to data in the analysis phase of a forensics
investigation. In contrast, this study is focused on acquiring
data to improve forensic tooling. Since we do not gather data
in the context of a (criminal) investigation, privacy must be
ensured prior to data analysis. A concept more in line with
this is the concept of verifiable limited disclosure, as proposed
by Tun et al. [TPB+16]. The authors recognised that more
crimes are happening on social media, and proposed a way
for witnesses to share their view of the social media with
investigators, without providing full access. They proposed
an approach where cloud providers encrypt and certify partial
time lines for forensics investigation. While our setting does
not use cloud providers, the idea of collecting only limited
data is one that we will apply.

III. A PRIVACY-FRIENDLY APPROACH TO FILE SYSTEM
DATA COLLECTION

Ideally, all digital forensics is grounded in real-world data.
However, digital forensic tools are privacy-invasive, which
makes using these on volunteer participants (whose privacy
must be ensured) problematic. Therefore, the development of
privacy-preserving digital measurement techniques is founda-
tional to advancing the field.

In order to gain an accurate view on modern fragmentation
patterns, file fragmentation data from current, in-use devices
is collected. To provide accurate data for this purpose, data
should be collected from the general population. Acquiring
fragmentation patterns requires a low-level view on a disk,
specifically, knowing which blocks correspond to what file.
Such a low-level view requires broad access to the disk. Since
the data is collected from volunteer participants, privacy is
a strong requirement. Measures must be taken to preserve
participant privacy whilst collecting data. This will ensure
privacy during analysis and further processing.

A. Ethical aspects of data collection
The study design was reviewed and approved by our insti-

tutional ethics review board. Participation was on a voluntary
basis. All participants were explained what data would be
collected, and what risks the data collection posed to their
equipment. Before participation, volunteers were informed that
since data collection was anonymous, their data could not be
removed from the collection.

B. Privacy Requirements and Operational Constraints
To guarantee participant anonymity, we require that no

elements of the data collection can be traced back to an
individual participant. We consider an attacker that has access
to the full data set, but not to any participant’s device. Thus,
any file system data that could potentially identify a participant
must not be recorded. For each column in the MFT, we
considered whether a user could, in the regular course of using
a system, cause personal identifiable information to be present.
These are the Data and FileName columns. Users can enter
information in these columns via the file contents itself, the file
name and extension, and directory names.

In addition, some entries in the MFT are special (meta-files).
These may also user-settable information. We considered all
special entries in the MFT. Of these, only the $Volume entry
contains user-settable information (the volume name of a file
system).

This leads to the following privacy requirements:
• no-participant-info: information about participants

must not be recorded.
• no-file-contents: file contents must be excluded.
• no-filenames: filenames must be excluded.
• no-file-paths: file paths must be excluded.
• no-volume-names: volume names must be excluded.

However, the motivation for collecting data is to result in data
that is useful for the file carving community. In particular, it is
important to learn whether specific file types are fragmented
differently than others. Moreover, barriers to participation
should be reduced as much as possible. This leads to the
following operational constraints:
• only-safe-extensions: only file extensions known to not

contain privacy sensitive data are included.
• performance: data collection on a system should be

finished within a reasonable amount of time.
• no-change: the evaluation must not change the contents

of the observed file system.

C. Implementation
Acquiring data on file fragmentation can be done using three

approaches:
• using user-grade disk analysis tools,
• creating a new tools,
• using forensic-grade disk analysis tools.

The objective of user-grade fragmentation-related tooling is to
defragment rather than to report on current status of fragmen-
tation. As such, this type of tooling is rather limited in what it
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reports about fragmentation – an insufficient level of detail for
fragmentation analysis. In addition, these tools cause changes
on the studied object (the defragmentation itself), which is
neither needed nor desirable. A straightforward approach to
creating our own tooling would be to copy the MFT. However,
the contents of resident files are stored within each MFT-
entry. To avoid copying this content would require substantial
effort in parsing the MFT format. On the other hand, forensic
tools already provide such functionality. They are ideally suited
to provide the measurements we sought. However, privacy is
typically not a consideration when designing forensic tools.
Thus, such tools cannot be used out-of-the-box.

Fiwalk [Gar09] is a forensic tool for gathering details from
a file system. It can be configured to omit file contents
and not compute hashes of file contents. Not only does this
dramatically improve scanning speed (performance constraint),
it also happens to satisfy the no-file-contents requirement. To
ensure the no-change constraint, we chose to collect data via
a bootable USB stick instead of running on the host OS. We
ensured privacy in the following ways:

• no-participant-info: No information about participants
was recorded. Data was collected by visiting classes
and asking for volunteers. Double participation was
impossible: the researcher allowed each student in a
class to only participate once, and students can only be
enrolled in one class.

• no-file-contents: Fiwalk provides an option (for speed
optimisation) to exclude file contents. This also excludes
the contents of resident files. In addition, we used the
Fiwalk option to not compute hashes of file contents (by
default, hashes are computed).

• no-filenames, no-file-paths, no-volume-names: Fiwalk
output contains filenames, paths and volume names.
During the data collection phase, after Fiwalk completes
gathering the metadata from a volume, we immediately
process the data to remove these.

• only-safe-extensions: Fiwalk output contains the full
extension. We post-process the data to only keep known
extensions and extensions of three (UTF-8) characters
or less. For the list of known extensions, we used a list
of known extensions from Wikipedia1.

This resulted in a script that executes Fiwalk and filters
its output. This script is available from https://github.com/
guydols/PriFiwalk.

D. Data Collection

Data was gathered between October 2018 and January 2019
by approaching students from one of our institutions to allow
us to perform data collection on their (privately acquired)
laptop. 260 students volunteered to participate. Unfortunately,
our tool was unable to collect data on 40 laptops, e.g. due to
absence of a USB A-port, legacy boot not being supported,
or that the operating system on the USB drive was unable to
boot on that system.

IV. RESULTS

In total, we collected data from the laptops of 220 volun-
teers. 217 of these were running Windows 10, the other three
were running Windows 7. Combined these laptops contained
334 drives. A common configuration was to find a laptop
with both HDD and SSD (111 laptops), while three systems
contained two SSDs. In 70 of the 106 systems with one drive,
this was an SSD. All together, these drives were split into 729
volumes containing total of ∼86 million MFT entries, of which
∼69 million with allocated blocks.

Note that when reporting on file fragmentation percentages,
we only take into account files that can actually fragment, that
is, files of 2 or more blocks. The amount of resident files,
symbolic links, and files with only one block of data allocated
therefore have no influence on the reported fragmentation ratio.

A. Overall fragmentation results
Over the years, file fragmentation seems to be declining.

In 2007, Garfinkel [Gar07] reported that 6% of files ‘with
data’ was fragmented. Meyer and Bolosky [MB12] reported
in 2012 that 4% of ‘files’ was fragmented. It is not clear if
they consider this with respect to all MFT entries, all files
‘with data’ or some other ratio. For our study, we consider the
most relevant fragmentation rate for file carving to be only files
that could be fragmented, i.e., files of 2 or more blocks. We
supply various fragmentation rates in Table I for comparison
purposes. We distinguish between ratios for all MFT entries,
for those with data (excluding symbolic links), for those with
blocks (also excluding resident files) and for those with at
least 2 blocks. Note that we cannot distinguish between empty
and non-empty resident files – a consequence of the privacy-
aware approach to data collection. The category ‘files with
data’ therefore includes all resident files.

B. Number of fragments per fragmented file
Table II shows how many files are split into N parts, in

percentages of the total number of fragmented files (rounded
to two decimals, hence the numbers do not sum precisely to
100%). Note that the majority of fragmented files are frag-
mented into two parts (56.15%), most of which are fragmented
in-order. Furthermore, remark that for all files split into 3

1https://en.wikipedia.org/wiki/List of filename extensions

TABLE I. FRAGMENTATION RESULTS

MFT entries
All 85,975,906
With data 82,007,169
With blocks 69,367,933
With ≥ 2 blocks 42,285,230
Fragmented 1,868,083
Out-of-Order fragmented 867,215
% OoO of fragmented 46.4 %

% fragmented
of all 2.2 %
of those with data 2.3 %
of those with blocks 2.7 %
of those with ≥ 2 blocks 4.4 %

https://github.com/guydols/PriFiwalk
https://github.com/guydols/PriFiwalk
https://en.wikipedia.org/wiki/List_of_filename_extensions
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TABLE II. DISTRIBUTION OF NUMBER OF FRAGMENTS
(EXCLUDING NON-FRAGMENTED FILES)

# Fragments Total In-order Out-of-Order
2 56.15 % 41.69 % 14.46 %
3 18.27 % 8.01 % 10.26 %
4 8.73 % 2.20 % 6.53 %
5 5.27 % 0.82 % 4.45 %
6 2.95 % 0.28 % 2.67 %
7 1.42 % 0.12 % 1.30 %
8 0.97 % 0.06 % 0.91 %
9 0.70 % 0.04 % 0.66 %

10 0.54 % 0.03 % 0.51 %
≥ 11 4.97 % 0.32 % 4.65 %

or more fragments, out-of-order fragmentation occurs (much)
more frequently than in-order fragmentation.

Files split into 11 fragments or more are over 14× more
often fragmented out-of-order than in-order. Files split up in
100 parts or more make up for 0.6% of all fragmented files in
the data set. The most fragmented file is a 2 GB .bin file
that is split up in 20,464 fragments.

V. ANALYSIS OF FRAGMENTATION RESULTS

The fragmentation results of this research provide a relevant
view of the current state of fragmentation on storage devices
currently in use on modern hardware. This provides valuable
input into whether advanced file carving techniques remain
useful in data recovery and if so, in what area their develop-
ment should focus in order to increase performance.

A. Amount of fragmented data increases
When combined with earlier studies, there appears to be

a steady decline in fragmentation over the years. In twelve
years, fragmentation rate has decreased from 6% (Garfinkel
in 2007, on all MFT entries with data) to 2.3%, a significant
reduction. Whether this means that a smaller amount of data
is fragmented is an entirely different matter.

We found that fragmentation of current HDD drives is very
low at approximately 0.7%. However, in 2007 a typical $100
hard drive had a 500 GB capacity2, while in Spring 2019, a
hard drive in that price range has a capacity of 4 TB. So even
though fragmentation is reduced by a factor of eight, the size
of a typical hard drive has increased by that same factor.

SSDs were not considered in earlier studies, since they were
not common in computer systems at the time. In the 2007
study, the average size of a disk was below 3 GB, so a 6%
fragmentation rate would correspond to about 184 MB. The
rate of fragmentation measured in this study would correspond
to the same amount of data if current SSDs were only 8 GB
in size. Given that the smallest SSD in our study is 16 GB,
it is safe to assume that the amount of fragmented data has
actually increased since 2007.

B. Relevance to file carving
Standard file carving can typically recover non-fragmented

files. In our study, 97.7% of MFT entries with data were not

2https://jcmit.net/diskprice.htm

fragmented and thus recoverable via a standard file carving
approach. Nevertheless, there are cases where it is desirable to
recover specific files, e.g., as they may contain key evidence.
Standard techniques cannot do this. In particular, out-of-order
fragmentation is not considered by current standard techniques.
Yet, this type of fragmentation constitutes a significant portion
of all fragmented files. For example, of all files that are frag-
mented into two parts, 25.75% is fragmented out-of-order. This
means that a file carver focused on recovery of in-order two-
part fragmented files (such as proposed by Garfinkel [Gar07])
will miss about a quarter of these files.

Carving for out-of-order fragmented files faces steep combi-
natorial complexity, but the amount of files fragmented in this
fashion is sufficiently large (46.42% of all fragmented files)
that in certain cases, recovery of such files will be worthwhile.
In particular, there is a significant number of out-of-order
fragmented files with two parts (14.46% of all fragmented
files). This percentage is even greater than the percentage of
all in-order fragmented files of three or more parts (11.89% of
all fragmented files).

Cohen [Coh07] developed an advanced file carving approach
to also recover contiguous out-of-order fragmented files (see
Figure 1(c)). Interestingly, this type of fragmentation is nearly
non-existent. In our data set of 42.3 million files with 2 or more
blocks, only 8 files are fragmented contiguous out-of-order. All
of those 8 files are fragmented into two parts. We conclude that
techniques for recovering contiguous out-of-order fragmented
files are currently not relevant.

VI. DISCUSSION

A. Privacy

The goal of the privacy-filtering was to not collect any
personally identifiable (PII) data. To this end, we removed
filenames, path names, and unknown file extensions from the
collected data. Nevertheless, the collected data does contain
a lot of information about an individual drive’s master file
table (MFT). Thanks to the filtering, none of this information
leads to an individual. Thus, the stated privacy goals have been
successfully achieved.

However, in reviewing the data, we found that we could
make plausible conjectures to the identification of specific
files. In particular, an online search showed that certain com-
binations of exact, large file size and extension (exe, mp4)
seemed to be unique. Note that plausible identification of
files does not lead to identification of individuals: at best, it
serves to distinguish a disk from others, not to identify its
owner. Nevertheless, such plausible identification of files was
unexpected and we consider this undesirable.

One theoretical mitigation would be to remove all file sizes
from the data set. In this case, the file size can still be approx-
imated from the block size and the (known) number of blocks,
but the exact number of bytes is no longer available. In a small
experiment, we tested whether a particular (very large) exe file
would be harder to find when the exact size was not available.
We found that the test file was still readily distinguishable
amongst the search results. Thus, while removing the file size

https://jcmit.net/diskprice.htm


6

would theoretically introduce more uncertainty, in practice the
effect is negligible.

Therefore, we deem that removing the file size is insufficient
to mitigate this problem in practice. Moreover, additionally
removing the block size likely does not bring relief: in our
data set, 97% of disks has the same block size. Thus, while
participant privacy is successfully safeguarded, possible infer-
ences regarding files must be further investigated before the
data set can be made publicly available.

B. Generalisability of file fragmentation findings
The finding that the average fragmentation rate has dropped

since previous studies, is corroborated by an examination of
our own system’s fragmentation. This is also strongly sup-
ported by the introduction of default weekly defragmentation
in Windows systems since Garfinkel’s study.

The second fragmentation finding is the rate of out-of-order
(OoO) fragmentation. This type of fragmentation was previ-
ously not reported on. To validate this finding, we examined
individual OoO rates for filesystems with more than 10,000
files in our data set. Of these, three quarters had an OoO-
rate of over 40%. In addition, we measured file fragmentation
on two fresh Windows 10 installations on virtual machines.
Both installations were updated, one online, one with an
offline update package. As expected, the fragmentation rates
were low (0.2% tot 0.4%). We found that the percentage of
fragmented files that was OoO-fragmented was 44.4% and
45.0%, respectively. These results show that our findings on
out-of-order fragmentation are not user-dependent. Moreover,
they are remarkably close to our finding of an average rate of
out-of-order fragmented files of 46%.

VII. CONCLUSIONS

In this paper, we proposed a privacy-friendly approach to
performing measurements using forensic tooling. We establish
a set of requirements to prevent deanonymisation of partic-
ipants. The requirements are derived by considering where
personal identifiable information (PII) could be stored in the
MFT. We developed a wrapper around Fiwalk to discard any
such data. Our data collection attained the desired level of
privacy: our data collection does not contain any PII. However,
atypical properties of individual files may still allow the file to
be deanonymised. While we believe this only applies in certain
edge cases, we nevertheless consider this undesirable and will
consider measures to address this in the data set.

The data presented in this study also provides new input
for designing file carvers. As such, this data provides a basis
for a discussion on which advanced file carving techniques to
apply in specific situations. The major novel data points are
that the percentage of fragmented files has reduced, the amount
of fragmented data has nevertheless increased, and that there
is a category of fragmentation that was not yet considered in
practice: out-of-order fragmented files. In particular, 25% of
files fragmented in two parts is fragmented out-of-order, and
this rate quickly increases with the number of fragments. This
provides actionable input into designing advanced file carving
techniques.
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