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Company background

Business and organization

o ICT and DS Projects (mainly) with online retailer companies

« Employee position is characterized by an affiliation with pillar and tribes.

PILLARS

Capacity & Planning

Commerce Client Product

TRIBES
DT Tribe

DS Tribe

DE Tribe
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Company background

Client solution lifecycle

Prerequisite preparations

« Impact of the project: KPlIs
« Required skills and workload
« Uniform effort over time

01. Opportunity Scan

0S Enablement
B Business & Data Scan

B Presentation
Agreement

02. Pilot

Pilot Enablement
B Development
B Test

—— Agreement

03. Production

Production Enablement
B mplementation

B Production
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Problem description

Basic properties

o Projects:

Release dates, deadlines

Required skills, estimated workload per employee.

No simultaneous skill use
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Problem description

Basic properties

« Employees:

Possessed skills, availability, contract-defined capacity.
Pairwise matches, project (topic) preferences.
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Problem description

Basic properties

o Projects:

Release dates, deadlines
Required skills, workload per employee.
No simultaneous skill use

o Employees:

Possessed skills, availability, contract-based capacity.

Pairwise matches, project (topic) preferences.

o Project teams:

Working in groups
Average pairwise employee match
Average project preferences of employees
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Problem description

Project efficiency

« Project teams (Planning Phase):

Working in groups
Average pairwise employee match

Average project preferences of employees

« Project Execution (Available after completion):

Cooperation of team members, progress in milestones
Completion time, output quality
Communication to customer

Customer satisfaction
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Literature review

Project scheduling

1- Resource Constrained Project Scheduling Problem: schedule activities subject to precedence
and resource constraints.

2- Scheduling and staffing multiple projects with a multi-skilled workforce: \Worker efficiencies
are considered. MILP formulation is proposed as solution approach.

3- A MILP model for an integrated project scheduling and multi-skilled workforce allocation with
flexible working hours: \Worker efficiencies, task workloads, use of single skill.

[1] Brucker et al, “Resource-constrained project scheduling: Notation, classification, models, and methods”, 1999, EJOR, 112(1).
[2] Heimerl and Kolisch, “Scheduling and staffing multiple projects with a multi-skilled workforce”, 2010, OR Spectrum, 32.
[3] Karam et al., “A MILP model for an integrated project scheduling and multi-skilled workforce allocation with flexible working hours”, 2017, IFAC-PapersOnLine, 50.
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Literature review

Project efficiency

1- Measuring the efficiency of project control using fictitious and empirical project data: The
efficiency of controlling a project is measured and evaluated using a Monte-Carlo simulation.

2- Support Vector Machine Regression for project control forecasting: Predicting time and cost
of a project execution.

[1] Vanhoucke, M., “Measuring the efficiency of project control using fictitious and empirical project data”, 2012, IJPM, 30(2).
[2] Wauters and Vanhuocke, “Support Vector Machine Regression for project control forecasting”, 2014, Automation in Construction, 47.
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Literature review

Project efficiency
The Relationship between Project Success and Project Efficiency:

Table 1: The five dimensions of project success after Shenhar and Dvir (2007)

Success dimension Measures Time

1. Project efficiency Meeting schedule goal End of project
Meeting budget goal

2. Team satisfaction Team morale End of project

Skill development
Team member growth
Team member retention
3. Impact on the customer Meeting functional performance Months following project
Meeting technical specifications
Fulfilling customer needs
Solving a customer’s problem
The customer is using the product
Customer satisfaction

4. Business success Commercial success Years following project
Creating a large market share
5. Preparing for the future Creating a new market Years following project

Creating a new product line
Developing a new technology

Sarrador and Turner, “The Relationship between Project Success and Project Efficiency”, 2014, Procedia, 119.
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Methodology

Formulating as Mixed Integer Linear Programming (MILP) model

Decision Variables

Tept

Yeps

Tp

Rew

Schedules employee e to work on project p at time ¢
Allocates employee e to work on project p as skill s
Tardiness of project p measured in workdays

Number of idle workdays of employee e in week w

} Employee-Project working time scheduling

} Employee-Project skill assignment
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Methodology

Formulating as Mixed Integer Linear Programming (MILP) model

Objective function:

M . l -« 1 i
Min Z QWpTy + W Z a Z Rew
eckE weW

peP

S.t.

Workforce allocation constraints

Z Ske’.syeps 2 qu::

ecE

Yeps < S kes

D Yeps <1

scS

Yeps > 1

Z Yep* s S Z Yeps

scS s€S

Vpe P;VseS

Vee E:Vpe P,Vse S

Vee E;Vpe P

Vpe PVse S;Ve € EP®

Vee E;Vpe P

(3.1) } Minimize project tardiness and idle times of employees

(3.2) } Skill requirements of the projects
(3.3) } Assigning only skilled workers to projects
(3.4) } Only single skill use of employees

(3.5) } Pre-selected employees for projects

(3.6) } Employees of preliminary projects also work for final projects
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Methodology

Formulating as Mixed Integer Linear Programming (MILP) model

Workload scheduling constraints

T
> Zept ZPp Y Yeps Vec E;Npe P (3.7)} Lower bound of workload for assigned employees
t=ry, sES
T
> Tt SO,Y Yops Veec E;VpeP (3.8)} Upper bound of workload for assigned employees
t=r, sES
rp—1
D> Tept <0 Vee E:Npe P (3.9)} Projects start after (incl.) release date
t=0

t

mxﬂm - |_j:| <, Vec ENpe PVt:d,<t<T (3.10)} Tardiness of projects
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Methodology

Formulating as Mixed Integer Linear Programming (MILP) model

Scheduling conditions constraints

er'pt SAct VEEE;VtET
peP

Z mept S RQpO—pt Vp S P.Vt eT
ecly

Z Z Tept + Kew = Ce Vee E;Vwe W
peEP teT™w

Bounds of decision variables

Zepr €40,1} Vee E:Npe PVYiteT
Yep,s € 10,1} Veec E:VNpe PYseS
Tp = 0 Vpe P

0 < Kew < ce Vee E;sVNwe W

(3-11)} Availability of employees

(3.12)} Project works on allowed days of the week

(3.13)} Capacity of employees

(3.14)
(3.15)
(3.16)

(3.17)
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Methodology

Project efficiency

. Planning Phase:

Working in groups
Average pairwise employee match

Average project preferences of employees

o Project Execution:

Cooperation of team members, progress in milestones
Completion time, output quality
Communication to customer

Customer satisfaction
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Methodology

Project efficiency

. Planning Phase:

Working in groups
Average pairwise employee match
Average project preferences of employees

v v

o Project Execution:

Cooperation of team members,

v

Progress in milestones
Completion time, output quality
Communication to customer
Customer satisfaction

v Vv

— Project efficiency!
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Methodology

Project efficiency

. Planning Phase:

Working in groups
Average pairwise employee match
Average project preferences of employees

v v

— Project efficiency!

o Project Execution:

Cooperation of team members,
Progress in milestones

v

Completion time, output quality
Communication to customer )
Customer satisfaction

v Vv

Question: How to form project teams to maximize predicted project efficiency?

buil
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Methodology

Project efficiency

Question: How to form project teams to maximize predicted project efficiency?

Supervised learning:

Data Features: Features of the planning phase and project execution
Data Label: Project efficiency, a qualitative measure.

Predictive model: Construct a decision tree* with only planning phase features

* Binary type with univariate splits at internal nodes.
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Methodology

Project efficiency

Question: How to form project teams to maximize predicted project efficiency?

Supervised learning: l# o

numatch,p =05 ﬂpref eeeeeee D =05

| |
| | | |
l m, = 0.5 l T, =1 l T, =0 l T, = 0.5

A hypothetical decision tree
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Methodology

MILP model with embedded decision tree

Extended objective function:

- l-a 1
Min Z(mup'ﬁp — B&my) + W Z - Z Kew
ecl

peEP € w ew

s.t.

r
.
Hmatchp = 0.5 } Hpreferencep = 0.5 J
,::
. .
ﬂp:D.S rrpzl J HF:D np:G‘S J
|- J \.

(4.1)} Minimize tardiness, idle times and maximize (predicted) project efficiency
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Methodology

MILP model with embedded decision tree

Hmatchp = 0.5 }
5
J

_
Hpreferencep = 0.5 J
.
l 7w, = 0.5 l mp=1 J I T, =0 | T, =05 J
L L

Clustering feature constraints

Rqp —_—
> we =Y ik, Vpe PVteT (4.2)
ecE 1=0 . . o
— Detecting times of working groups

Rqy
Y st Vpe P:NteT (4.3)
1=0

1 : . .
Hetustery = Too Z"f}n) VpeP (4.4) } Days when single employees work on the projects

prrp LeT
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Methodology

MILP model with embedded decision tree

Match and preference feature constraints

Z(yeps + yﬁ’ps) S 1 + /\ee’p v€, €, g E % E- vp cr (45)

sES

2)\fze:’p S Z(yeps + yf:’ps) V€, 6, g FE x E.Vp c P (‘—16)

SES
Pmatch,p = Z CocrAeerp  VpE P\ P’ (4.7) } Detecting pairwise matches of employees of a project team
qu(qu ) (ol
Hmatch,p — 0 Vp = r’ ('—18)
fpre ference.p = Z D Wepleps VpeP (4.9) } Detecting employee preferences to assigned project topics
Ip e€E s€S
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Methodology

MILP model with embedded decision tree

Decision tree execution constraints

9;” Moot - 1

Hp,nl + Hp,n.,. - Gp,n

1 .

TIAL (Jufa'[’ - T’)fa”) o (1 - 910-,“) S g'p,n.,.
Hip

I

max (wf,‘n o ﬂ'f,p) - (]- * g;r),n) g ggj,m
Hip
Tp = Z €10p.1

ou lENlr:rJ.f

din
I:chnl;J
cks

l Pmatenp = 0.5

— 1

l 7w, = 0.5 Ty
L

Vpe P,

Vn e Ny Vpe P

Vn e Nént;vp el

Vn e Njyp;Vpe P

VpeP

chp
-
J

,::
1 ‘

i

(4-10)} Start at the root node

(4-11)} At current internal node, branch one of the child nodes
(4.12)} If feature value greater than or equal to threshold, branch right

(4.13)} If feature value smaller than the threshold, branch left

(4.14)} Find predicted project efficiency value

Embedding ML models into L-Opt: Project Scheduling 28



Methodology

MILP model with embedded decision tree

i I

r
l#marcﬁ.pzﬂ-s

7w, = 0.5

Bounds of decision variables

6, € 0,1} Vp € PY 1 € Nipt U Nieas (4.15)
ffp =0 Vpe PY feF (4.16)
Aeerp € {0,1} V(e,e') e ExE;:Npe P (4.17)
T >0 Vpe P (4.18)
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Experimentation

Instances:

Total 86 projects with max 10 skills types required

Number of employees 26.

Schedule horizon varies from 10 workdays to 40 workdays

Model variations

Model variation

Min tardiness

Min idle time

Max efficiency

A

B*

C*

F*

X

X

X

X
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Experimentation

o Computation times:

Running time by schedule horizon

— A
7 D Model variations
E Model variation ~ Min tardiness  Min idle time  Max efficiency
Ft
6 A X X
B* X X X
Cc* - X
5 -
B
S 4
Q
&
3 -
2 -
1 4
0 -

Schedule horizon in workdays
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Experimentation

o Computation times:

Running time by schedule horizon

500 1
* L
B Model variations
Model variation ~ Min tardiness  Min idle time  Max efficiency
400 1 A X X
B* X X X
Cc* - X
D
300 1
E
v
-
c F*
Q
&
200 1
100 -
D -
) L ) Ll
10 20 30 40

Schedule horizon in workdays
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Experimentation

Model variation ~ Min tardiness ~ Min idle time  Max efficiency

A X X -
B* X X X

Working in groups , x

Times when an employee works single 5 .

Number of employees working per project at any given time

Number of employees working per project at any given

Project index

Project index
3332313029282726252423 222120191817 1615141312110 9 8 7 65 43210

B30V BVTHXB524B3NR212019181716151413121110 9 8 7 65 4 3210

0 1 2 3 4 5 6 7 8 9 10 n 12 13 1 15 16 7 18 19 0 1 2 3 4 5 6 7 8 9 10 1 ¥ 13 1 15 16 17 18 19
Time period (workdays) Time period (workdays)

Model A Model B*
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Experimentation

Model variation ~ Min tardiness ~ Min idle time  Max efficiency

A X X
. . B* X X X
Pairwise matches . \ «
D X
Match quality comparison D - X
Model A F* - - X

e Model B* p 3

084

| il | B

z L 2
o
=]
o
= L]
B .
2 04 = 13
L ]
.
024
0.0 4 L] L] .
II} _‘rt 10 1:‘) 20 25 30
Project
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Model variation ~ Min tardiness ~ Min idle time  Max efficiency

Experimentation

A X X

B* X X X

Employee preferences » \ «
D X - B

Preference satisfaction comparison £ - X
Model A I - : X
1 ' . s Model B*
08

. .

’ |17

06 1

oA f | 7

{ = 10

Preference satisfaction
[=]
w
.
L ]
-.-—

0.3 |

0.2 1

0.1 1

Project
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Model variation ~ Min tardiness ~ Min idle time  Max efficiency

Experimentation

A X X

B* X X X

Employee preferences » \ «
D X - B

Preference satisfaction comparison £ - X
Model A I - : X
1 ' . s Model B*
08

. .

| | 17
_ . . f l | 7

{ = 10

I
n, =05 =1 1

Preference satisfaction
[=]
w
.
L ]
-.-—

Least preferred branching! :

02
014
0 5 10 15 20 % 30
Praject
buil
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ot [
EX e r l m e n t at 1 O n Model variations
Model variation ~ Min tardiness ~ Min idle time  Max efficiency

Predicted project efficiency values » \ «
Project efficiency comparison :; * X

10 LI 3 | r e 3 B EE N r g 2B A

08

=]

o
e —
o

-
(")
c
u
g
7] * L] p o L ]
: 7
E 04

02

Model A
00 e Model B*
0 5 10 15 P 5 0
Project
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Conclusions

Further research

o Other embeddings:
Regression Trees, Fuzzy Inferences Systems
« Application: Predictive maintenance in manufacturing

Data: Production execution data with data label ‘health index’
Predict: health index HI, using features workload amount/type, HI_,, .., Hl,, values

Predictive model: Regression tree

Decision: Plan maintenance activities according to the course of the production plan.

Embedding ML models into L-Opt: Project Scheduling 40



\TTANTION




	Slide 1: Embedding ML models into Linear Optimization Case: Project Scheduling of a multi-skilled workforce
	Slide 2: Outline
	Slide 3: Outline
	Slide 4: Company background
	Slide 5: Company background
	Slide 6: Outline
	Slide 7: Problem description
	Slide 8: Problem description
	Slide 9: Problem description
	Slide 10: Problem description
	Slide 11: Outline
	Slide 12: Literature review
	Slide 13: Literature review
	Slide 14: Literature review
	Slide 15: Outline
	Slide 16: Methodology
	Slide 17: Methodology
	Slide 18: Methodology
	Slide 19: Methodology
	Slide 20: Methodology
	Slide 21: Methodology
	Slide 22: Methodology
	Slide 23: Methodology
	Slide 24: Methodology
	Slide 25: Methodology
	Slide 26: Methodology
	Slide 27: Methodology
	Slide 28: Methodology
	Slide 29: Methodology
	Slide 30: Outline
	Slide 31: Experimentation
	Slide 32: Experimentation
	Slide 33: Experimentation
	Slide 34: Experimentation
	Slide 35: Experimentation
	Slide 36: Experimentation
	Slide 37: Experimentation
	Slide 38: Experimentation
	Slide 39: Outline
	Slide 40: Conclusions
	Slide 41

