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Abstract

To to a green
tal claims made by companies must be reli-
able, comparable, and verifiable. To analyze
such claims at scale, automated methods are
needed to detect them in the first place. How-
ever, there exist no datasets or models for this.
Thus, this paper mtroduces the task of envi-
claim d To the

task, we release an expert-annotated dataset
and models trained on this dataset. We preview
one potential application of such models: We
detect environmental claims made in quarterly
earning calls and find that the number of envi-
ronmental claims has steadily increased since

1 Introduction

H i In the face of climate change, we witness a tran-
:  sition towards a more sustainable and green econ-
: omy. This change is driven by changes in regu-
lation, public opinion, and investor attitudes. For
: example, global assets managedunder a spstgin-
ability label are on track to exc b ]e
22025, more than a third of total assets under man-
agement. However, unfortunately, the boom has
: been accompanied by rampant greenwashing, with
companies boasting about their envi 1 cre-
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Environmental claim: A total population of 6148 is getting
the benefit of safe potable drinking water due to this initia-
tive.

Environmental claim: Hydro has also started working on
several initiatives to reduce direct CO2 emission in primary
aluminium production.

Negative example: Generally, first of all, our Transmission
department is very busy, both gas and clectric transmission, I
should say, meeting the needs of our on-network customers.

Negal e, fc shared
LEXt

et al., 2020). For example, consumers are willing
to spend more money on environmentally friendly
products (Nielsen Media Research, 2015). The
C ission states if envi 1 claims are too
vague, unclear, or misleading, we are confronted
with an instance of "greenwashing" (this definition
is given in the same Commission Staff Working
Document).

We situate environmental claim detection at the
intersection of claim detection (e.g., Arslan et al.,
2020) and pledge detection (Subramaman et a.l
2019; Fornaciari et al., 2021). An envi
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2117 24.4 0.25
265 242 0.25
265 24.9 0.25

2647 24.5 0.25
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Table 1: Dataset Statistics

Further, there exists work about claim verification
of climate change related claims (Diggelmann et 4l.,
2020), d g media stance on global warming

claim is typically made to increase the environmen-
tal reputation of a firm or a product. We show that
models trained on the current claim and pledge
detection datasets perform poorly at detecting en-
vironmental claims, hence the need for this new
dataset. We make our dataset, code and models

(Luo et al., 2020), collecting climate change opin-
ions at scale from social platforms (Duong et 3l.,
2022), and finally, the analysis of regulatory disclo-
sures (Friederich et al., 2021; Kolbel et al., 2023). t
In this broader context of applying NLP meth-
ods for climate change-related topics, We situate

publicly available.* Lastly, we

object
Figure 1: Environmental Claims and Negative
from our dataset.

' Thus, we introduce the task of environmental
:clalm detection. Environmental claim detection is
a sentence-level classification task with the goal
of predicting whether a ins an en-

assisted delecuon of greenwashmg in future wm’k1
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Ethics Statement

I ded Use: This dataset will benefit journal-

vironmental claim or not. Often, environmental
claims are made in a clear and concise matter on
a sentence level, with the intention to convey to a
or stakeholder that a or product

is environmentally friendly.
Tojfacilitate future research on environmental
QAI e release an expert-annotated
dataset real-world envi I claims
and models which can be used by practitioners. For
constructing the dataset, we were inspired by the

: dentials.! Because of this surge in environmental
claims and to protect consumers, initiatives on sub-
* stantiating green claims are developed.?> Due to
an ever-growing amount of text, there is a need
: for d hods to detect envi
claims. Detecting such claims at scale can assist
1 policy-makers, regulators, journalists, activists, the
i research community, and an informed public in
: analyzing and scrutinizing environmental claims
made by companies and facilitating the transition
to a green economy.

'See, ¢.g., The Economist, May 22nd, 2021.

For example an EU initiative on green claims:
ttps: //ec europa.eu/environment/eussd/smgp/
iti, on_green_clains_htm
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E C (EC), which defines such
clmms as follows: Environmental claims refer to
the practice of suggesting or otherwise creating the
impression (in the context of a commercial commu-
nication, marketing or advertising) that a product
ora service is environmentally friendly (i.e., it has a
positive impact on the environment) or is less dam-
aging to the environment than competing goods or
services.> While such claims can be truthful and
made in good faith, boasting about environmental
credenuals can also be monetized (de Frenas Nel[o

L PR

3me mc Commission Staff Workmg Documl:m.
Guidance on the implementation/application of Directive
2005/29/EC on Unfair Commercial practices, Brussels, 3 De-
cember 2009 SEC(2009) 1666. See section 2.5 on misleading
environmental claims.
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ists, activists, the research community, and an
informed public analyzing environmental claims
made by listed companies at scale. Also, we see
this as a first step towards algorithmic greenwash-
ing detection using NLP methods. It might also be
useful to policy-makers and regulators in both the fi-
nancial sector and the legal domain. Next, we hope
companies are inspired by our work to produce
more carefully drafted environmental claims. To
conclude, we envision that the dataset and related
models bring a large positive impact by encourag-
ing truly environmentally friendly actions and less
verbose boasting about environmental credentials.

Misuse Potential: Although we believe the in-
tended use of this research is largely positive, there
exists the potential for misuse. For example, it
is possible that for-profit corporations will exploit
AI models trained on this dataset while drafting

https: //www. sec.gov/

Source info here!
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of claim spotting and pledge detection, covering
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to participate in follow-up annotation work related
to greenwashing detection.
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Structure — Yet, copy/paste this
document to a ChatBot and get
ready for fun!

How structured is the most structured text?




Prompt-based document retrieval 8
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Redundancy - Limited context -
unnecessary repetition, risks exceeding the
diluting the response's model's context
relevance and window, causing the
overwhelming the loss of relevant
reader. information.

Resource
inefficiency - the
entire document would
require additional
storage and
computational
resources.

Precision loss - the
entire document might
include irrelevant
details that could
potentially confuse the
model..

Processing
overhead -
potentially slowing
down performance and
consuming more
resources..

Retrieval-augmented Generation (RAG)

W& LangChain . 1
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©® OpenAI Chroma
prevents the loss of enhances resource improves precision by
pertinent information efficiency, minimizing allowing the model to

Resource inefficiency -
the entire document

optimizes relevance
by selectively

incorporating pertinent
information, avoiding
unnecessary repetition.

by dynamically fetching
relevant details within
the model's context
window

processing overhead
and resource
consumption compared
to copying entire
documents.

focus on relevant
details, minimizing
confusion caused by

irrelevant information.

Prompt vs. RAG 4

would require
additional storage and
computational
resources.
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------------- Extracts meaning. Depends on
document, budget, complexity

Determines context.
Document dependent.

PyPDF, adds metadata={'source': dir, embeddings_model =
'page’: N}}. More complete metadata OpenAlEmbeddings(

improves dense retrieval results, e.g. model="text-embedding-
author, journal, title ada-002")
First pre-process with .replace("- " Used ChromaDB to save vector
‘ ). embeddings. This is a light-weight
solution with dense retrieval

RecursiveCharacterTextSplitter(chu

nk_length, chunk_overlap) functions as well as metadata

filtering. Also, there is a lot of
examples to get inspiration :D
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Map
Reduce

each (compressed) chunk is

QA ) scnt to the LLM to obtain an
original answer, which
subsequently are reduced to
the final answer.

If the information we need is
in multiple documents, we
can check each one and use
it to answer the question
without worrying about
space constraints in the
context window.

1/5

1/8

2/2

2/4

4/14

5/1

52

5/3

Refine

Iterate through documents,
refine answers using LLM.
More calls with more
documents, cost increases.

Outperforms map reduce for

better results, continuous
refinement.

Question answering
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