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Unusual inefficiency of Systematic Literature 
Review 2

(“machine learning” OR “artificial 
intelligence” OR “deep learning” OR “natural 
language processing”) 

AND 

(“greenwash*” OR “green claim” OR “green 
washing”)

AND

(YEAR > 2017 AND LANGUAGE == ENG)


93

Round 2: Read the IMRAD sections to ascertain greenwashing 
and AI

13

Round 1: Removed irrelevant, duplicate, short, inaccessible 
papers

30
Using the search query in TITLE - ABSTRACT - KEYWORD 
fields of journals, conference papers and book chapters

Round 3: Focus on extracting the following information:

It took 3 persons x 2 weeks,  until the end of Round 2, without extensive domain knowledge



How structured is the most structured text? 3

Own structure

Embedded text

Double columns

Source info here!

Copy risk

truncated

different context
Structure — Yet, copy/paste this 
document to a ChatBot and get 
ready for fun!

OOC



4Prompt vs. RAG

Prompt-based document retrieval

Retrieval-augmented Generation (RAG)

Redundancy - 
unnecessary repetition, 
diluting the response's 
relevance and 
overwhelming the 
reader.

Limited context -  
risks exceeding the 
model's context 
window, causing the 
loss of relevant 
information.

Processing 
overhead - 
potentially slowing 
down performance and 
consuming more 
resources..

Precision loss - the 
entire document might 
include irrelevant 
details that could 
potentially confuse the 
model..

Resource 
inefficiency - the 
entire document would 
require additional 
storage and 
computational 
resources.

optimizes relevance 
by selectively 
incorporating pertinent 
information, avoiding 
unnecessary repetition.

prevents the loss of 
pertinent information 
by dynamically fetching 
relevant details within 
the model's context 
window

enhances resource 
efficiency, minimizing 
processing overhead 
and resource 
consumption compared 
to copying entire 
documents.

improves precision by 
allowing the model to 
focus on relevant 
details, minimizing 
confusion caused by 
irrelevant information.

Resource inefficiency - 
the entire document 
would require 
additional storage and 
computational 
resources.



5Document preparation
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PyPDF, adds metadata={'source': dir, 
'page': N}}. More complete metadata 
improves dense retrieval results, e.g. 
author, journal, title

First pre-process with .replace("- ", 
""); 
RecursiveCharacterTextSplitter(chu
nk_length, chunk_overlap)

embeddings_model = 
OpenAIEmbeddings(
    model="text-embedding-
ada-002")

Used ChromaDB to save vector 
embeddings. This is a light-weight 
solution with dense retrieval 
functions as well as metadata 
filtering. Also, there is a lot of 
examples to get inspiration :D

SplittingLoading Embedding Storage
Determines the logical 
blocks. In 
multimodality, use 
complex tools.

Determines context. 
Document dependent. 

Extracts meaning. Depends on 
document, budget, complexity



6Document Retrieval

5

6

7 8

Query

Retriever

Self 
query

Compression

Prompt engineering

Stuff



7Question answering

Map 
Reduce

Refine



8Evaluation


